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1 Introduction

Packaging software into containers has become a popular
way to deploy and manage applications. Containers are light-
weight, portable, and can run on any platform that sup-
ports them. However, managing a large number of contain-
ers efficiently can be challenging. This is where platforms
like Kubernetes come in. Kubernetes has become the de
facto standard for container orchestration, offering tools for
auto-deployment, scaling, and management of containerized
applications[5]. A recent study claims that 60% of organiza-
tions are using Kubernetes in production which is expected
to grow in the future[16].

While Kubernetes provides robust tools for managing con-
tainers, it also introduces complexity and thereby potential
security vulnerabilities. Therefore, securing Kubernetes clus-
ters and detecting ongoing attacks are critical.

Each of these components is essential for the proper func-
tioning of the Kubernetes cluster. However, they are also
potential targets for cyberattacks.

Several studies have been conducted on how Kubernetes
components can be attacked and how this affects the cluster
[14][7][15]. For example, an attacker who gains unautho-
rized access to the kube-apiserver can manipulate configu-
rations or deploy malicious workloads. Similarly, compro-
mising etcd can result in data breaches and loss of cluster
integrity. While tampering with the kube-proxy can result
in availability issues. Attacks on the control plane can have
severe consequences, affecting the entire cluster’s manage-
ment and orchestration capabilities. Therefore, it is crucial
to analyze the potential attack vectors and their implications
on Kubernetes clusters to enhance security.

To create a realistic simulation of a real-world Kubernetes
environment, we aim to develop a comprehensive setup that
captures various features, such as system calls, component
logs, network traffic, and resource usage by each Kubernetes
component. This simulated environment will enable the col-
lection of a wide range of data, providing a robust foundation
for our analysis.

Using the captured features, we will create a multi-class
labeled dataset based on different attack types. To ensure
the dataset is extensive, we will include detailed information
about every single attack. In this study, we also consider
different types of data representation of the dataset, taking
into account the specific machine learning methods that can
be utilized for Kubernetes intrusion detection. By exploring

various representations, we aim to optimize the dataset’s
compatibility and performance with different machine learn-
ing models

To further enhance the accuracy of our labels, we will
analyze and incorporate ten state-of-the-art Kubernetes at-
tacks into the dataset. These attacks will need to be studied
in depth, and including them in our dataset will enable us to
create a robust and realistic set of labels. The resulting mul-
ticlass dataset will be useful for training a machine learning
model in the future for identifying attacks on Kubernetes
environments.

The contributions of this thesis can be summarized as
follows:

e Attack Analysis: An in-depth study of ten state-of-
the-art attacks targeting Kubernetes components, of-
fering insights into potential vulnerabilities and their
impacts.

e Comprehensive Dataset Development: Based on
these attacks a multi-class labeled dataset will be cre-
ated by capturing various features such as System
calls, component logs, network traffic, and resource
usage.

e Comparative Study of Intrusion Detection Mod-
els: A thorough analysis of the performance of various
machine learning-based intrusion detection methods
will be conducted, comparing the efficiency of struc-
tures such as decision trees, SVMs, random forests,
and deep learning models in detecting Kubernetes
threats.

e Dataset Representation Optimization: Multiple
data representation techniques, including raw sys-
tem logs, network traffic, and aggregated metrics, will
be explored to optimize the compatibility and perfor-
mance of machine learning models with the developed
dataset.

2 Motivation

At a glance a Kubernetes cluster consists of worker machines
also called nodes which run containerized applications. The
control plane provide various utilities to manage the cluster
and its nodes. It comprises several key components, includ-
ing kube-apiserver, etcd, kube-scheduler, kube-controller-
manager, and cloud-controller-manager.



The kube-apiserver is a critical component that exposes
the Kubernetes API, serving as the front end for the Kuber-
netes control plane. Another essential component is etcd, a
consistent and highly-available key-value store that acts as
Kubernetes storage for distributed cluster data.

The kube-scheduler plays a vital role in managing Pod
placement, watching for newly created Pods with no as-
signed node and selecting a suitable node for them to run
on. The kube-controller-manager is responsible for running
controller processes, which monitors the state of the clustzer
and makes changes to bring the actual state closer to the
desired state.

Finally, the cloud-controller-manager enables the linking
of the cluster to the cloud provider’s API, separating the
components that interact with the cloud platform from those
that interact with the cluster.

On each worker node, the kubelet component is responsi-
ble for managing the pods and containers running on that
node. The kube-proxy is used for maintaining network rules
on the host and performing connection forwarding. And fi-
nally the container runtime, which is responsible for running
the actual containers.

Kubernetes clusters are prime targets for a variety of cy-
berattacks. Understanding the potential attack vectors and
their implications on the cluster is important for enhancing
security. In this context, we explore the types of attacks that
can be executed against the cluster, the specific core com-
ponents that are vulnerable, and the impact on the cluster’s
performance and availability.

The cluster can be vulnerable to several types of attacks[10],
each targeting different core components. The control plane,
which includes the API server, etcd, controller manager, and
scheduler, is a critical area of concern. Attacks on the con-
trol plane can lead to severe disruptions, affecting the entire
cluster’s management and orchestration capabilities. For
instance, an attacker gaining unauthorized access to the
API server can manipulate configurations, deploy malicious
workloads, or even shut down the cluster. Similarly, compro-
mising etcd, the key-value store that holds the cluster’s state,
can result in data breaches and loss of cluster integrity.

On the other hand, attacks on individual worker nodes,
which host the actual application workloads (pods), can also
be detrimental but in a different manner. Compromising a
worker node can lead to resource exhaustion, unauthorized
access to sensitive data within pods, and potential lateral
movement within the cluster[13].

The broader impact of these attacks on the cluster’s over-
all security and stability, beyond individual pods, remains
underexplored and requires further investigation. While the
immediate consequences may be localized, the performance
and availability of services across the cluster can still be sig-
nificantly degraded. This study intends to shed light on these
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Figure 1. Kubernetes Threat Matrix

vulnerabilities, aiming to enhance our understanding and de-
velop more robust mechanisms against threats in Kubernetes
environments.

3 Related Work

The threat matrix in Figure 1 provides an overview of the
different attack vectors and vulnerabilities in Kubernetes
clusters[3]. This matrix by Microsoft is based on the pop-
ular MITRE ATT&CK framework knowledge base which
provides a comprehensive list of potential threats and their
corresponding techniques[4].

There are several papers that discuss attacks on Kuber-
netes clusters. For example, Ronen Ben David et al. [11]
discuss a specific attack on the Kubernetes autoscaler. The
paper shows that the Kubernetes autoscaler can be exploited
to launch a denial of service attack on the cluster. Likewise
Sever et al. [2] researched different CVEs in popular open-
source software, how they can be exploited and created a
small dataset. However they focused on individual applica-
tion software and not the cluster components itself.

Noah Spahn et al. [15] created a honeypot to detect at-
tacks on Kubernetes clusters. The honeypot was able to de-
tect attacks on components of the control plane and worker
nodes such as the api server, kubelet and container runtime.
They found that through specially crafted requests to the
api-server endpoints, attackers could sucessfully execute a
privilege escalation attack leading to persistent access to the
cluster[6].

A security audit by Robert Tonic et al.[1] of the etcd key-
value store used in Kubernetes revealed several different
vulnerabilites. Some leading to unauthorized access to the
etcd key-value store and others to potential denial of service
attacks. A compromised node hosting the etcd service can,
under certain cirmumstances, even lead to a complete cluster
takeover[7].

Similarly, according to paper by Carmen Carrion et al., the
Kubernetes scheduler is limited in its ability to consider se-
curity aspects during the scheduling process. The default Ku-
bernetes scheduler primarily focuses on allocating resources
such as CPU and memory, without taking into account the
security implications of deploying containers on specific
nodes. This lack of security awareness can lead to potential
vulnerabilities and threats to the system, as containers may
be scheduled on nodes that exhibit suspicious behavior e.g.
they are under attack[9].
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Figure 2. Kubernetes Cluster Architecture

4 Methodology

In the study of security vulnerabilities within Kubernetes
clusters, an experimental cluster setup will be created con-
sisting of a control plane and two worker nodes. The con-
trol plane incorporates essential Kubernetes components
such as the kube-apiserver, kube-controller-manager, kube-
scheduler, and etcd. The worker nodes will host different
production applications to simulate a realworld deployment.

The focus of the research centers on the execution and
analysis of ten state-of-the-art attacks aimed at different
components of the Kubernetes cluster. These attacks are
carefully chosen to provide a broad and in-depth exploration
of potential security weaknesses across both the control
plane and the worker nodes. By systematically targeting
specific components such as the kube-apiserver, valuable
insights can be gained into the resilience of the cluster and
the potential points of failure.

The Goal is not to find or exploit vulnerabilities in indi-
viudal containers like nginx or mongodb but to attack the
cluster core components like the kube-apiserver itself. At-
tacks on these components can have a much larger impact on
the cluster and its worker nodes than attacks on individual
pods as they affect multiple worker nodes and the cluster as
a whole.

To effectively measure the impact of these attacks, a com-
prehensive set of metrics is employed. System calls, compo-
nent logs, network traffic, and resource usage are tracked
to measure the state of the cluster. Additionally, security-
specific metrics such as unauthorized access attempts, con-
figuration changes, and anomalies in network traffic are
recorded. These metrics not only quantify the direct effects
of the attacks but also contribute to an understanding of how
Kubernetes clusters respond to various threats.

An integral part of this research involves the extensive
collection and preparation of data to create a robust dataset
that encapsulates both normal operational parameters and
the effects of malicious activities. Traffic data is captured
using packet sniffing tools, followed by preprocessing of the
PCAP data to extract relevant features. Likewise, resource
usage will be monitored using utilities like Prometheus. Sub-
sequently, this data is organized and stored in a structured
format within a database, facilitating efficient analysis and
retrieval. This dataset includes timestamps, resource usage

metrics, network traffic patterns, and detailed logs, providing
a rich foundation for further analysis.

The compiled data serves as a training ground for develop-
ing machine learning models capable of detecting intrusion
threats against a Kubernetes environment. By leveraging
this dataset, models are trained to recognize a range of at-
tack signatures and their impacts, enhancing the predictive
capabilities of security measures in place. The explainability
aspect of the model is also considered by using a wide range
of features, ensuring that the models can provide insights
into the underlying reasons for their predictions. This re-
search aims to contribute to the ongoing efforts to secure
Kubernetes clusters and fortify their resilience against po-
tential cyber threats.

In addition to developing a comprehensive multi-class
dataset for Kubernetes intrusion detection, this thesis will
also benchmark state-of-the-art machine learning methods
for detecting such threats. By evaluating the dataset against
several widely-used intrusion detection models, such as de-
cision trees, support vector machines, random forests, and
deep learning approaches like neural networks[12][8], we
will assess the efficacy of these models in identifying differ-
ent types of attacks. This not only ensures that the dataset is
robust but also contributes to related work by comparing and
contrasting various machine learning techniques in the con-
text of Kubernetes security. By integrating this comparative
analysis, the thesis aims to provide a deeper understanding
of the strengths and limitations of current machine learn-
ing approaches in securing Kubernetes environments, thus
enriching the field with practical insights.

While we will investigate various data representations,
the development of a machine learning model for intrusion
detection lies beyond the scope of this thesis.
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